**Linux CentOS下的VPP安装配置**
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# 引言

## 概述

FD.io的核心是矢量数据包处理（VPP）。

从2002年开始开发，VPP是当前在运输产品中运行的生产代码。它在x86服务器和嵌入式设备上的x86，ARM和Power架构等多种架构的用户空间中运行。VPP的设计与硬件，内核和部署（裸机，VM，容器）无关。它完全在用户空间中运行。

VPP帮助FD.io突破了性能和规模的极限。独立测试表明，以VPP为基础的FD.io在规模上比当前可用的技术快两个数量级。VPP从网络IO层读取最大的可用数据包向量。

VPP平台是一个可扩展的框架，可提供开箱即用的生产质量交换机/路由器功能。它是思科矢量数据包处理（VPP）技术的开源版本：一种高性能的数据包处理堆栈，可以在商用

CPU上运行。

实施VPP的好处是其高性能，经过验证的技术，其模块化和灵活性以及丰富的功能集。

VPP不会处理整个图形中的第一个数据包，然后处理整个图形中的第二个数据包，而是先处理通过一个图形节点的所有数据包向量，然后再移动到下一个图形节点。

由于向量中的第一个数据包会预热指令缓存，因此其余数据包往往会以极高的性能进行处理。处理数据包向量的固定成本在整个向量中摊销。这不仅导致非常高的性能，而且还导致统计上可靠的性能。如果VPP落后一点，则下一个向量包含更多的数据包，因此固定成本将在更大数量的数据包中摊销，从而降低了每个数据包的平均处理成本，从而导致系统追赶。结果，吞吐量和等待时间非常稳定。如果有多个核可用，则图形调度程序可以将（向量，图形节点）对调度到不同的核。

粗略的日常比喻是要考虑一堆木材的问题，其中每一块木材都需要切割，打磨并在上面钻个孔。一次只能拥有一个工具（类似于指令缓存）。如果您先拿起锯子并进行所有切割，然后拿起砂光机并进行所有打磨，然后拿起钻头并进行所有操作，则将更快地完成木材的切割，打磨和钻孔。您的钻探。拿起每个木材的工具要慢得多。

VPP的图形节点体系结构还易于扩展。您可以从单独的源代码库中为VPP构建独立的二进制插件（只需要标头）。插件从插件目录加载。VPP插件可以重新排列数据包图并引入新的图节点。这允许通过插件引入新功能，而无需更改核心基础结构代码。

硬件加速

这种相同的图节点体系结构还允许FD.io在可用时动态地利用硬件加速，从而使供应商能够继续在硬件方面进行创新，而不会违反FD.io软件的“随处运行”的承诺。

从逻辑上讲，您可以将硬件加速视为将某些软件图形节点替换为执行相同功能的硬件，只是速度更快。因为硬件加速器供应商可以通过简单地提供一个充当输入节点的插件来实现此目的，该插件可以移交给要在软件中执行功能的第一个图形节点，或者提供一个输出节点就可以尽快移交该插件。软件处理完成。这样，可以使用加速硬件（如果存在），但是如果功能缺失或资源用尽，则功能可以继续。这种架构为硬件加速器提供了最大的创新空间。

## 缩略词

VPP：Vector Packet Processing 矢量数据包处理

## 参考文档
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# VPP安装

**在现有的Linux主机上**

要安装系统依赖项，请先构建VPP，然后再安装它，只需运行构建脚本即可。这应该由非特权用户执行，并且sudo可以从项目基本目录进行访问：

./extras/vagrant/build.sh

该目录extras/vagrant包含VagrantFile和支持脚本，用于在Vagrant管理的虚拟机中引导正在运行的VPP。然后，可以将此虚拟机用于通过VPP测试概念，或作为扩展VPP的开

发平台。在将VM用于VPP时，存在一些明显的警告，因为其性能永远无法与裸机匹敌。如果您的工作对时间或性能敏感，请考虑另外使用裸机或代替VM。

# VPP测试